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Abstract. This thesis aims to analyse the gender and race biases present in YouTube's

recommendation algorithm and their impact on content discovery and engagement across

different demographic groups. The study primarily relies on secondary research and an

extensive literature review, utilising existing studies to gain insights into the algorithm and

its connection with bias without the need for new data collection. The data sources for

this research include research papers, systematic reviews, and pre-existing studies related

to algorithmic bias, gender bias, and race bias. The analysis reveals that YouTube's

algorithm often favours content from males over females and white creators over creators

of colour, leading to underrepresentation and limited opportunities for diverse creators.

This bias can promote stereotypes, limit content diversity, and seriously affect the success

of creators of colour and females in terms of views, ad revenue, and partnerships. To

address gender and racial bias, I suggest examining training data, enhancing transparency,

and promoting content from diverse creators to create a more equitable platform. Future

research should focus on developing strategies to mitigate biases and explore gender and

race bias in all aspects of YouTube.

1. Introduction

1.1 Background and Context

The YouTube recommendation algorithm is likely one of the most significant factors contributing to

YouTube's success, second only to the creators themselves. The significance of the algorithm can be



summed up into one sentence; to make sure that viewers and users of the platform can have the absolute

best experience possible. Now what the algorithm does is a bit more complicated, the algorithm works in a

way that it will analyse the topics and subjects of the video that a viewer is watching along with the

searches that a user will search. It then takes all of this data and creates a user profile for you,

recommending videos based on what you have shown interest in in the past, while also looking at all of the

metadata tagged with each video to find you the best fit. With each type of algorithm there will also be a

type of algorithmic bias that will arise with it, the main types of algorithmic bias are discrimination and

manipulation. These biases greatly influence the media we consume. Discrimination limits what content is

shown, while manipulation pushes certain videos or topics, potentially leading users to believe things they

wouldn’t otherwise.

1.2 Research Question and Thesis Statement

We know so much about the YouTube algorithm, yet there is more to be explored. Do we, or a select few,

truly understand the algorithm and how to harness it? Believe it or not, this is something that I have

thought of. Do “they” know how to play the code or is there a bias towards different races and genders that

no one, not even YouTube has control over? So I decided to delve into this topic and what I can uncover. In

this paper, I will be trying to understand and uncover the YouTube algorithm. While looking deeper into the

biases to see if YouTube will recommend videos based on the gender or race of the viewer and/or of the

creator.

1.3 Objectives

The goal that I am aiming to complete by the end of this thesis is to answer the question of whether or not

YouTube has a race and gender bias embedded in its algorithm. I aim to identify where this bias is and what

the seriousness of it is. I will analyze this by researching the topic from different sources such as research

papers, YouTube videos from experts in the field, and articles written by the same experts. I will first look at

the overall bias that lies in the algorithm and then I narrow down my research by looking more at the

gender and race side of things. In a related paper Lee et al., (2019) discuss ways of identifying biases and

ways of mitigating them. In this paper, they discuss how biases begin in the training data and some of the



mitigation resources that have arisen such as New York University AIA (algorithmic impact assessments)

which evaluate the potential effects of an algorithm in the same manner as environmental, privacy, data, or

human rights impact statements (Reisman js kc mw,. 2018). Turner Lee has argued that it is often the lack of

diversity among the programmers designing the training sample that can lead to the under-representation

of a particular group or specific physical attributes (Lee nt., 2019). To deal with these biases in YouTube's

recommendation algorithm, some strategies I think could be actioned include increasing transparency by

explaining recommendation processes to the general public and consumers and conducting regular audits

to identify any biases in the system. Additionally, implementing bias-detection tools can help ensure fairer

recommendations, while promoting diverse content and enhancing user control over their

recommendations will foster a more inclusive platform.

2. Literature Review

2.1 Theoretical Framework

When analysing algorithmic bias, it’s important to recognize that these systems are far from perfect. The

concept of algorithmic fairness highlights how algorithms can unintentionally promote the biases present in

their training data, leading to unequal treatment of different groups. This connects directly to Digital

Inequality, which explores how online disparities in access and participation can exacerbate existing social

inequalities. In the context of YouTube, the recommendation algorithm might not just reflect user

preferences—it could actively reinforce societal biases, particularly those related to gender and race.

Another crucial theory is Representation in Media, which explains how the visibility and portrayal of

different groups influence public perceptions and stereotypes. By integrating these theories, we can better

understand how YouTube's algorithm potentially shapes who gets visibility on the platform, particularly

regarding gender and racial representation.



2.2 Bias in Artificial Intelligence

Artificial intelligence (AI) and machine learning (ML) algorithms often exhibit biases that reflect and amplify

what the norms are in society. Common biases in AI include gender, racial, and age biases, which typically

arise from the data sets used to train these algorithms. When the training data predominantly represents

certain demographics or historical patterns more than others the AI model can adopt and put these biases

into action, using them as the bottom line for what a certain ideology should look like. Additionally, the

design choices and objectives set by developers can also introduce bias. For example, if an AI system is

optimised for efficiency or engagement, it might prioritise certain types of content that favour the action

that the user is trying to complete.

A main way that bias in artificial intelligence is displayed is in photo and image generation. Biases can begin

to occur in several ways, such as creating images that misrepresent certain demographic groups or

reinforcing social stereotypes, how these biases arise from the training data not being diverse enough or

being skewed in one direction. An example of this is when you ask AI to create an image of a nurse, you will

mainly get an image with a white female as the main subject. Or if you were to ask it to show you a picture

of a CEO from a big company it would show a man who is usually on the older side. The reason for this is

that up until the turn of the century, we were told that nurses should only be female, with a lot of them

being white due to the widespread racism at the time. With the example of the CEO, it was always said that

a man could only ever be in charge of a company, and again because of the inherent racism that was at that

time that man was white and old because he had worked his way up the company. With the rise of artificial

intelligence, I believe that it should be the highest priority that we stop this bias before it becomes even

more cemented in the coding.

2.3 Bias in YouTube’s Recommendation System

Over the last decade, many studies have been conducted to identify any bias in the recommendation

algorithm, from these studies a few of the biases that were identified were; radicalization of content and

users, socioeconomic status, political affiliations, and topological analysis of recommendation networks

(Kirdemir et al., 2021). In another study, Riberio et al (2019) suggests that users are exposed to increasingly



extreme content if they have previously viewed conspiracy theory videos. Faddoul et al (2020) developed a

classifier to automatically detect conspiracy theory videos on YouTube and focus on the “rabbit hole” effect.

I will quickly touch on what the rabbit hole effect is, the effect is a strategy implemented into the algorithm

by companies that leads the user down a “rabbit hole”, and this rabbit hole will slowly begin to show the

user more and more extreme topics of video which they may have not been enticed to watched when they

began their journey.

2.4 Previous Research on YouTube Biases

Several different studies have examined bias in search engines and social media platforms, focusing on how

algorithms can lead to harmful content exposure, echo chambers, polarisation, and radicalization. Notable

studies include those by Ribeiro et al., 2020, Ledwich and Zaitsev, 2020, and Hussein et al., 2020. These

studies have investigated various aspects of algorithmic bias, including promoting extreme content and

spreading misinformation. The findings regarding biases in YouTube's recommendation algorithm are

mixed. Ribeiro et al. (2020) suggested that users are increasingly exposed to extreme content after viewing

related videos. In contrast, Ledwich and Zaitsev (2020) argued that the algorithm does not promote radical

or far-right content but instead directs users toward more mainstream channels. Hussein et al. (2020)

highlighted the algorithm's role in forming filter bubbles and spreading misinformation on non-political

topics, such as conspiracy theories.

2.5 Gap in Literature

Despite the growing research on algorithmic biases, particularly in machine learning and artificial

intelligence, there remains a significant gap in understanding how these biases are specifically created in

the context of YouTube’s recommendation system. While previous studies have examined general biases in

AI and their implications across various platforms, I believe there has not been one that specifically looks

into the intersection between gender and race biases within YouTube’s algorithm. Moreover, existing

research often overlooks the nuanced ways in which these biases affect the visibility and representation of



diverse content creators. Studies have largely concentrated on algorithmic transparency and fairness but

have not adequately explored how these issues impact user experience and content diversity on YouTube.

This thesis aims to address these gaps by providing a focused analysis of gender and race biases in

YouTube’s recommendation algorithm, particularly in how it influences content discovery and engagement

for different demographic groups.

3. Methodology

3.1 Research Approach

Given the time constraints that I placed on myself when writing this thesis and the amount of available

research, this thesis primarily relies on secondary research and an extensive literature review, instead of

conducting my secondary research, I opted to use the extremely large amount of literature that already

exists relating to the topic of algorithmic bias on YouTube. This approach allows me to gain a

comprehensive understanding of the current state of the algorithm and the current knowledge and

research in the field. By using these existing studies I can gain an understanding of the algorithm and the

link that it has with gender and race bias, providing insights that are both timely and relevant without the

need for new data collection.

3.2 Data Sources

When it comes to data collection for this thesis I have chosen a mixed approach. For work relating to the

algorithm, gender bias, or race bias I will be gaining my knowledge from research papers, systematic



reviews, and pre-existing studies. I will be selecting my papers from sites such as Google Scholar and

ConnectedPapers which will give me access to related papers so I do not need to spend time combing

through unrelated work. For the portion of this thesis that focuses on how a video is created and how it is

recommended, I will be using more of a casual approach; using YouTube videos and blog posts from experts

in the field who talk about how they will use these strategies to gain an upper hand on the

recommendation algorithm. The criteria that I will use to select these data points will be conducting a short

and brief overview of the source and then if it is appropriate for my research will go into a more detailed

and thorough approach.

3.3 Analytical Framework

How I will analyse the existing data and literature will be through a framework. This analytical framework

will be based on a qualitative analysis of existing research studies, reports, and academic literature

concerning algorithmic bias, particularly within the context of YouTube's recommendation system. To guide

the analysis I will focus on some key themes, namely Algorithmic Fairness, Digital Inequality, and

Representation in Media. Algorithmic fairness involves examining how fairness is determined and operated

in algorithms, particularly gender and race. Digital inequity is assessing how biases in YouTube’s algorithm

may contribute to unequal access and visibility for different demographic groups. Representations of Media

will analyse how YouTube’s algorithm influences the portrayal and visibility of diverse identities and

perspectives. This structured approach will allow for a thorough examination of the data, leading to a better

understanding of the biases present in the algorithm and their effects on users and content creators.



4.1 Influence of Thumbnails, Titles, and Introductions

4.1.1 How a video gets Recommended: Thumbnails

Now let’s dive into the 3 big factors that cause you to click and watch a video, those 3 being the; thumbnail,

title, and the first 5-10 seconds of the video. 3 channels that I think are examples of pushing these three

ideas to the maximum are Mr. Breast, Mark Rober, and Mike Shake. Something that all of these creators

take into account is a tool offered by YouTube called A/B testing. Essentially what this tool does is it will

show 2-3 thumbnails for the same video to different segments of the creator’s audience, each getting an

equal share of exposure (Sweatt, 2023), which will be told to the creator so that they can decide on which

of the thumbnails they set as their final for the video. Many of the biggest creators use this tool to their

advantage with some adding up to 9 separate A/B tests in the first 2 weeks of the video being uploaded.

Mr. Beast is a prime example of using this tool, as in one of his latest videos titled ‘Protect $500,000 Keep it’

he did 9 A/B tests with 7 different thumbnails. The reason for testing all of these different thumbnails is

that while it helps to find the thumbnail with the best fit, it also may give the impression of multiple

different videos. If a person were to click on your video and watch it the full way through and enjoy it, they

may see the same video on their recommended feed a few days later with a different thumbnail and watch

it again, thinking it is a new video. This already shows how much of a difference changing one item can

affect how the algorithm can choose to recommend your video.

Now that we have spoken about the importance of having a thumbnail that perfectly fits your video, we will

delve into what makes a great thumbnail. Chunky Appleby, the main man behind all of Mr Beast’s

thumbnails, said that these are the things needed to make an intriguing thumbnail in an interview with

Creator Insider (Appleby, 2024). A crucial part that needs to be considered in your thumbnail is interest and

the ways that it is used to grab your attention, trust, and curiosity. The first idea in this 3 is catching the

viewer’s attention, this is self-explanatory. You need something to be popping out in your thumbnail, some

action. Trust is often overlooked but crucial for clicks; if viewers enjoy one of your videos and see that your

new content has a similar style, they’re more likely to click, trusting it will deliver a similar experience. The



final technique that Appleby uses is curiosity. Curiosity goes hand in hand with having action in your

thumbnail. Take this thumbnail (Fig 1) and title in one of Mark Rober’s most recent videos. You can see that

while he is showing you what he is showing us in the video, at the same time, he is keeping some mystery

as to whether or not the boat will move.

4.1.2 How a Video Gets Recommended: The Title

Next up, the titles of your video are huge because they affect the metadata of your video, which is what

gets your video recommended on someone’s front page. The metadata also will help to identify what your

video is about, so when a topic is searched and your video’s metadata matches the search then your video

will be shown. The way that the title of your video is structured is important because you need the start of

the title to be as enticing as possible while still being related to the context of the video. The title also

needs to be under 50 characters because if it is over 50 characters the title will be cut off, meaning that it is

hard for the viewer to see the full title without clicking on the video.

4.1.3 How a video gets Recommended: The First 5-10 seconds

The final and most crucial part of your video is the intro; by your intro I mean the first 5 to 10 seconds. The

intro of your video has become more relevant in the last couple of years with the introduction of autoplay

on mobile and PC. The feature of autoplay happens when you are scrolling through your recommended

feed on your phone and the video begins to play, the same feature is on PC you have to hover over the

video thumbnail with your mouse. In one of his videos, Tubebuddy (2023) discusses that the way that you

plan your video is the thumbnail and title, then the first 5 seconds, and finally the first 30 seconds. Now the

way that you plan out your video has changed to be the thumbnail WITH the first 5 seconds then the title

and first 30 seconds. The reason for the change from the first 5 seconds being later down the line to one of

the first things that you plan is that you want the intro to look exactly like the thumbnail. This is because as

someone is scrolling through their recommended page and your video begins to play they want to be able

to associate a thumbnail with the intro of the video if they decide to search for the video later.

However, as we delve deeper into the video, particularly within the first 30 seconds, more retention tactics

come into play. All of the big Youtubers will use this, but I will focus on Mark Rober. Mark is an interesting



creator who makes his videos about science and how the world works, while at the same time keeping all

of his content easy to consume. If you were to watch one of Mark’s videos you will notice that 10-15

minutes goes by extremely quickly, this is due to his incredible pacing which we will get more into later. For

now, we are going to focus on how Mark starts his videos. P. Galloway (2021) states that Mark uses

something called the ‘Hook, context and set-up’ for his videos, this is similar to What, Why, and How. At the

start of the video, he will begin by saying what the main aspect of the video is, giving us the hook. Then he

will set up the story for the video and then finally tell us why he is making a video about a squirrel obstacle

course.

4.2 Analysis of Gender Bias

The analysis of gender bias in YouTube’s recommendation algorithm reveals how this algorithm can

enhance pre-existing gender stereotypes. Studies have shown that algorithms often reinforce existing

biases by choosing content that aligns with stereotypes (Gillespie, 2018). For instance, research indicates

that women are heavily underrepresented in recommended tech and science-related videos, while men are

more the ones that are in these categories (Chowdhury et al., 2021). This imbalance of genders not only

affects the visibility of female creators but also influences the types of content that viewers are exposed to.

This may discourage other female creators from starting to make videos in this field as they may feel

underrepresented and pushed to the side.

In a study by Döring et al. (2020), it was found that gender-stereotypical portrayals in media, including

those promoted by algorithms, can shape public perceptions and reinforce social norms. Similarly, Binns et

al. (2018) highlight that biases in algorithms often reflect and exacerbate existing inequalities in the offline

world. For YouTube, this means that the recommendation system can promote gender imbalances by

favouring content that aligns with gender norms and stereotypes.

The implications of these biases are significant. Women, bisexuals, and other underrepresented genders

may find it more challenging to gain visibility and engagement on the platform, leading to a skewed

representation of gender in popular content categories (Gillespie, 2018; Chowdhury et al., 2021).

Addressing these biases requires not only adjustments to the algorithm but also broader efforts to ensure

reasonable representation in the content that is recommended and promoted.



4.3 Analysis of Race Bias

Racial bias in YouTube’s recommendation algorithm is a significant concern, particularly regarding how it

impacts the visibility of creators of colour. Research indicates that the algorithm often favours content from

white creators over that of creators of colour. This bias can be traced back to the data used to train the

algorithm, which may reflect existing societal prejudices (Noble, 2018). For instance, videos that discuss

social justice issues, police brutality, or systemic racism (topics often associated with creators of colour)

may be flagged or demoted by the algorithm, reducing their visibility and impact (Eubanks, 2018; Benjamin,

2019). As a result of this, these videos may not reach a broader audience.

This underrepresentation can have many severe consequences, both in terms of limiting the diversity of

content on YouTube and affecting the money-making opportunities available to creators of colour. Reduced

visibility means fewer views, lower ad revenue, and fewer brand partnerships, all of which can hinder a

creator’s success on the platform (Benjamin, 2019). Additionally, this bias can perpetuate stereotypes and

narrow the cultural narratives available to users.

To address racial bias in YouTube’s algorithm, it is crucial to look into the data used for training, increase

transparency about how recommendations are made and how they work, and actively promote content

from diverse creators. By doing so, YouTube can create a more equitable platform that reflects a broader

range of voices and experiences (Noble, 2018; Eubanks, 2018). By tackling these issues, YouTube can move

towards a more equitable platform where all creators have an equal opportunity to succeed.

5. Conclusion

This thesis has explored the links that lie between algorithm bias and how gender and race are affected by

it on YouTube. By analysing existing research and academic papers I found that there is a bias that plays into

social stereotypes and inequalities. My findings from this thesis were that for gender the algorithm will

often not recommend videos by female creators in certain fields like tech or science. For race, the algorithm



often favours white creators over creators of colour. This bias comes from the data that is used to train the

algorithm, and will often result in reduced visibility for videos addressing social justice issues and racism,

topics often covered by creators of colour. This bias in both gender and race has several disadvantages

including discouraging new creators by underrepresenting them and not being able to get the same amount

of financial opportunities.

I was able to gain a greater understanding of all aspects of the algorithm including how it recommends

videos, the general bias that is attributed to it, the bias that is beginning to show in Artificial Intelligence,

and then the bias that is attached to gender and race.

Future research should focus on developing strategies to mitigate these biases, such as improving

algorithmic transparency, diversifying training data, and implementing regular audits. By taking these steps,

YouTube can contribute to reducing digital inequality and fostering a more representative and fair online

community. I recommend that in the future, papers take a deeper look at gender and race bias in all aspects

of YouTube, not just taking data from specific areas in which a bias is very evident.
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